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find significant modulation at the
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SUMMARY

Histological evidence suggests that the estrous cycle exerts a powerful influence on CA1 neurons in the
mammalian hippocampus. Decades have passed since this landmark observation, yet how the estrous cycle
shapes dendritic spine dynamics and hippocampal spatial coding in vivo remains a mystery. Here, we used a
custom hippocampal microperiscope and two-photon calcium imaging to track CA1 pyramidal neurons in
female mice across multiple cycles. Estrous cycle stage had a potent effect on spine dynamics, with spine
density peaking during proestrus when estradiol levels are highest. These morphological changes coincided
with greater somatodendritic coupling and increased infiltration of back-propagating action potentials into
the apical dendrite. Finally, tracking CA1 response properties during navigation revealed greater place field
stability during proestrus, evident at both the single-cell and population levels. These findings demonstrate
that the estrous cycle drives large-scale structural and functional plasticity in hippocampal neurons essential

for learning and memory.

INTRODUCTION

Circulating sex steroid hormones exert a powerful, but poorly
understood, impact on neuronal structure and function.”? In
particular, receptors for the ovarian hormones 17p-estradiol
and progesterone are highly expressed in the hippocampus,”*®
a region critical for episodic and spatial memory formation.*™®
These hormones drive complex intracellular signaling cascades
and, in humans, promote functional reorganization of brain net-
works across the reproductive cycle.”’° However, how these
endocrine signals shape neuronal processing and plasticity at
the circuit level remains largely unknown.

Foundational ex vivo studies in the early 1990s revealed that
dendritic spines—the primary site of excitatory synapses—un-
dergo significant density fluctuations over the 4-5-day estrous
cycle, particularly in apical CA1 dendrites.’®'* Subsequent
work demonstrated that estradiol enhances excitatory synaptic
plasticity by stimulating NMDA receptor insertion into the post-
synaptic membrane of CA1 pyramidal neurons.'® The synapto-
genic effects of endogenous estradiol have been observed in
several mammalian species, including rodents and non-human
primates.'®2® These effects are modulated by steroid hor-

mone receptors that engage both genomic and non-genomic
pathways, resulting in widespread transcriptional, translational,
and epigenetic changes.'”'® Moreover, recent human studies
found that rhythmic steroid hormone fluctuations across the
menstrual cycle coincide with structural changes in hippocampal
subfields and widespread restructuring of functional connectiv-
ity.”'°2% Together, these findings establish sex steroid hor-
mones as potent neuromodulators of hippocampal circuits, yet
we lack an understanding of how sex steroid hormones shape
cellular and circuit-level processing in vivo.

Recent advances in multiphoton imaging techniques now
allow for longitudinal tracking of dendritic processes across
extended timescales,?'® providing a powerful tool to bridge
this knowledge gap. This allows us to address a range of
outstanding questions: do spines that emerge in high-estradiol
stages rapidly disappear, or are they stable across multiple cy-
cles? How does spine turnover influence how CA1 neurons inte-
grate excitatory input? Finally, how might these changes shape
hippocampal responses and spatial coding?

Indirect evidence indicates that the estrous cycle may have
profound effects on hippocampal function. For instance, new
spines formed in response to estradiol administration form
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functional synapses with new presynaptic partners.®* This sug-
gests that CA1 neurons likely experience increased excitatory
synaptic input during high-estradiol stages, which may exert a
powerful influence on cellular responses. This, in turn, could in-
fluence the activity of hippocampal place cells—a subset of
CA1 neurons that encode spatial locations (place fields) within
the animal’s environment.*?> The formation of place cells is
dependent on local dendritic events,”® so hormone-driven
changes in dendritic excitability'® may alter place field stability,
with broad implications for spatial memory and navigation.

Hippocampal place cells are highly adaptive, remapping their
spatial representations in response to environmental changes
such as visual cues, chamber shape, or reward location.?”>°
When an animal returns to a familiar environment, place cells
reinstate their original spatial maps.?”*® This flexibility is essen-
tial for allowing animals to successfully remember distinct
environments.*"%?

Here, we used longitudinal two-photon imaging of naturally
cycling female mice to determine the impact of the estrous cycle
on CA1 neuron morphology and function. We found that den-
dritic spine dynamics, dendritic processing, and place cell stabil-
ity all undergo pronounced estrous-dependent modulation.
Together, these findings provide key insight into how endocrine
fluctuations shape hippocampal circuits critical for spatial cogni-
tion, from the synapse to the circuit level.

RESULTS

The estrous cycle modulates dendritic spine turnover
and morphology

The rodent estrous cycle spans 4-5 days and is divided into four
stages: diestrus, proestrus, estrus, and metestrus.**~>° This cy-
cle mirrors the hormonal fluctuations of the human 28-day men-
strual cycle, in which estradiol levels rise through the follicular
phase, peaking prior to ovulation (corresponding to the diestrus
and proestrus stages), then drop sharply at the onset of the luteal
phase (corresponding to the estrus stage; Figure 1A).”**

To determine estrous stage non-invasively, we used vaginal
cytology, in which epithelial cells are collected via saline lavage
and classified based on the relative proportion of cornified
epithelial cells, nucleated epithelial cells, and leukocytes.>**°
However, this method is inherently subjective and has been
shown to suffer from inter-examiner variability.*®*® To improve
accuracy, we employed EstrousNet, a deep learning-based
classifier that automates estrous stage identification (Figure
1A).%® Classifications were performed post hoc and indepen-
dently of the two-photon imaging to ensure that experimenters
remained blind to the estrous stage.

Early cross-sectional work revealed significant estrous-modu-
lated fluctuations in dendritic spine density on the apical den-
drites of CA1 pyramidal neurons.'®'* These ex vivo studies
demonstrated substantial hormonal modulation of synaptic den-
sity but lacked the ability to track individual spines across the
estrous cycle. In vivo two-photon imaging enables such longitu-
dinal tracking. However, hippocampal imaging typically requires
neocortical aspiration and window implantation over CA1,%°
limiting optical access to CA1 apical dendrites, which extend
ventrally from the soma.“® To overcome this, we used chronically
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implanted glass microperiscopes,®” which allow optical access
to CA1 apical dendrites, the primary site of estrous-driven syn-
aptic remodeling (Figure 1B).'"® To image dendritic spine
morphology while minimizing background contamination, we
used Thy1-GFP-M mice,*' which express GFP in a sparse sub-
set of pyramidal neurons in the cortex and hippocampus
(Figures 1A and 1B).”'23%74244 Tg resolve individual spines
along the dendrite, we acquired images across multiple axial
planes and generated composite projections via weighted
averaging (Figure 1C). Noise was minimized using filtering and
binarization, and single dendrites were segmented for longitudi-
nal tracking (Figure 1D). Spine detection was automated with
custom software and manually validated using an interactive
graphical user interface (Figure S1; see STAR Methods).

Dendritic spines are classified into four primary morphological
subtypes: filopodium, thin, stubby, and mushroom spines.**™*’
We classified spines via a decision tree based on morphological
parameters (Figures 1E and S2)*® and evaluated density and
turnover across estrous stages. Consistent with prior histological
results, we found that spines were primarily added during the
high-estradiol stage (proestrus) and pruned during the low-
estradiol stage (estrus; Figures 1E and 1F).

Across a sample of 21 dendritic segments from 6 mice, spine
density fluctuated significantly as a function of estrous stage,
analyzed using linear mixed effect models (LME) with fixed effect
for estrous stage and random effects for mouse. During proestrus,
spine density increased by 11.5% =+ 0.2% (mean + SEM) relative
to the mean across stages (p < 1074, F(1) = 36.98, LME), while in
estrus spine density decreased by 12.4% + 0.2% (o < 107, F(1) =
16.95, LME; Figure 1F; Table S1A). Spine density during diestrus
and metestrus was not significantly different from the global mean
(D: p = 0.1284, F(1) = 0.09, M: p = 0.6450, F(1) = 0.05, LME;
Figure 1F; Table S1A). These effects were consistent across den-
drites and between mice (Figures S3A and S3B) and were not
significantly modulated by the distance of spines from the soma
(Figures S3C-S3E; Table S1B).

The estrous cycle differentially affected spine subtypes. Both
thin spines (p = 0.0026, F(3) = 5.16, LME) and stubby spines
(p = 0.0025, F(3) = 5.19, LME) showed significant modulation.
By contrast, mushroom spine density remained stable across
estrous stages (p = 0.3277, F(3) = 1.17, LME). Filopodia, which
accounted for only 3% of total spines, were also not significantly
modulated by estrous stage (p = 0.1697, F(@3) = 1.72, LME;
Figure 1G; Table S1A). However, the width of a typical filopodia
falls below the functional diffraction limit of our imaging system
and as a result may have been undercounted. Nonetheless,
recent results indicate that filopodia are primarily silent synapses
that do not contribute to excitatory neurotransmission.*®
Together, these findings reveal that the estrous cycle drives
robust, estrous stage-dependent fluctuations in dendritic spine
density, primarily affecting thin and stubby spines, which are
likely to contribute to functional excitatory input and neuronal
processing.*®

Morphological spine dynamics are shaped by estrous
cycle stage

Longitudinal monitoring of dendritic morphology allows for
detailed investigation of spine dynamics across the estrous
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Figure 1. Dendritic spine density is longitu-
dinally modulated by estrous-cycle stage

(A) Experimental pipeline. Left: measurements
were taken from female mice every 12 h across
two consecutive estrous cycles (8-10 days). Top
center: vaginal lavage samples were collected and
stained using Shorr stain, with images labeled by
estrous stage (D, diestrus; P, proestrus; E, estrus;
M, metestrus; scale bar, 1 mm). Relative ovarian
hormone levels across stages are shown sche-
matically for 17p-estradiol (E2, navy), progester-
one (P4, blue), luteinizing hormone (LH, yellow),
and follicle-stimulating hormone (FSH, pink).**
Top right: estrous stage classifications were per-
formed using EstrousNet, a deep-learning model

conv4 avg pool softmax

=== Filopodium
° Thin based on ResNet50 architecture.®® Bottom cen-
° Stubby ter: two-photon imaging was used to track the
Mushroom structure or functional responses of hippocampal
neurons across estrous stages using an implanted
- microperiscope.®” Bottom right: representative
frames from structural imaging of dendritic spines
(scale bar, 10 pm) and functional imaging of den-
|10 Hm dritic arbors (scale bar, 50 pm) and CA1 pop-

ulations (scale bar, 100 pm). Imaging results are
matched with estrous stage post hoc to analyze
changes in neuronal structure and function.

(B) Example average projection of a transverse
imaging plane of CA1 using a microperiscope in a
Thy1-GFP-M mouse with sparse labeling of
excitatory neurons.

(C) Weighted projection of the apical dendrite
within the dashed box in (B).

(D) Filtered and binarized image of the dendrite in
(C), used to detect and classify individual dendritic
spines while masking extraneous processes.

(E) Dendritic spine dynamics across estrous
stages. Binarized thresholded projections of a

Gaussian-averaged dendrite from apical CA1, imaged 12-24 h apart in each estrous stage (D, diestrus; P, proestrus; E, estrus; M, metestrus). Circles indicate
spine additions, and triangles indicate spine subtractions, relative to the previous estrous stage, and color indicates spine type (yellow, filopodium; red, thin; blue,

stubby; navy, mushroom).

(F) Spine density fluctuation across estrous stages. Percent change in spine density relative to baseline, recorded at 12-h intervals (D, diestrus; P, proestrus; E,
estrus; M, metestrus); stage lengths were interpolated to 12-h bins for plotting consistency (see STAR Methods). Blue lines indicate spine densities for individual
dendritic segments, and the bold navy line shows the average spine density (mean + SEM). Linear mixed effect model (LME) against the grand mean for all time

points (*p < 0.1, *p < 0.01, ***p < 0.001, ***p < 0.0001).

(G) Spine subtype distribution across estrous stages. Number of spines per 10 pm dendritic segment as a function of estrous stage (mean + SEM; yellow, fi-
lopodium; red, thin; blue, stubby; navy, mushroom; D, diestrus; P, proestrus; E, estrus; M, metestrus; pairwise LME, Bonferroni-corrected; *o < 0.1, *p < 0.01).

cycle. For instance, are new spines added during proestrus
immediately pruned during estrus, or do they become a stable
part of the synaptic population? To address this, we first
measured the survival fraction of all dendritic spines as a function
of time from the first session.”*°° After 10 consecutive record-
ings (5 days), 82.2% + 2.2% (mean + SEM) of spines present
in the first session remained (Figure 2A), consistent with prior
measurements in mixed-sex cohorts.>” We then analyzed the
stability of spines that appeared during proestrus, selecting
only those that were absent during the previous diestrus stage
and that were measured for a full cycle after their appearance.
Upon entering estrus, 52.7% =+ 5.7% of these spines were
rapidly pruned, yet 35.9% =+ 3.2% of proestrus-added spines re-
mained after 10 sessions (Figure 2A). This indicates that while
most spines added during proestrus are lost during estrus, a
substantial fraction persist and are incorporated into the func-
tional synaptic population.

To further examine the stability of proestrus-added spines,
we categorized them as either transient (pruned at a point
before completion of the subsequent cycle) or stable (main-
tained throughout the subsequent cycle). Compared with the
general spine population (3% filopodium, 31% thin, 45%
stubby, and 21% mushroom), transient spines had more
(+13.4%) thin and (+5.8%) filopodia spines and fewer
(—14.2%) mushroom spines (9% filopodium, 44% thin, 40%
stubby, and 7% mushroom; Figures 2B and 2C). By contrast,
stable spines had more (+9.0%) stubby spines and fewer
(—6.2%) mushroom spines (0% filopodium, 31% thin, 54%
stubby, 15% mushroom) than the general population
(Figures 2B and 2D). Notably, thin spines were 13.1% less
frequent in stable spines compared with transient spines, while
stubby spines were 13.9% more frequent, suggesting that thin
spines are more prone to pruning than their stubby counterparts
(Figures 2C and 2D).
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Figure 2. Dendritic spine properties dynamically shift across the estrous cycle

(A) Fraction of spines that remained present as a function of time since the initial observation (mean + SEM). Red: all spines present on the first recording session;
navy: spines that appeared during proestrus, where 0 h is the last session before estrus.

(B) The proportion of spine subtypes across the entire population of dendritic spines (yellow, filopodium; red, thin; blue, stubby; navy, mushroom).

(C) The proportion of spine subtypes for spines that appeared during proestrus but were immediately pruned during estrus (transient spines).

(D) The proportion of spine subtypes for spines that appeared during proestrus and were maintained throughout the subsequent cycle (stable spines).

(E) Percent turnover by session of all spines, analyzed respective to spine subtype (yellow, filopodium; red, thin; blue, stubby; navy, mushroom). Overlay indicates
mean + SEM.

(F) Transition matrix for spine subtypes measured from diestrus to proestrus (D > P) and from proestrus to estrus (P > E), and spine subtypes are ordered from
least to most stable (NS, no spine; F, filopodium; T, thin; S, stubby; and M, mushroom). Matrix elements are pseudocolored to indicate transitions to more stable
subtypes (red), transitions to less stable subtypes (blue), and persistence of the same subtype (grayscale). Transition probability is shown by brightness, from 0%

(black) to 100% (bright).

To quantify how spine stability varies by subtype, we analyzed
the percent turnover per session and found a range of stability,
ranked from least to most stable: filopodia (32.3% + 11.1%,
mean = SEM), thin (19.4% + 5.0%), stubby (16.7% =+ 3.0%),
and mushroom spines (13.7% + 7.8%; Figure 2E). Transition
matrices revealed that spines preferentially transition from less
stable to more stable subtypes during the transition from dies-
trus to proestrus (Figure 2F, left). Conversely, from proestrus to
estrus spines are more likely to be pruned entirely rather than
transitioning to less stable spine subtypes (Figure 2F, right).
The subset of stable proestrus-added spines demonstrated a
gradual increase in length, width, and brightness across the sub-
sequent cycle (Figure S2E). These findings suggest that, in addi-
tion to spinogenesis and spine pruning, estrous-driven morpho-
logical changes may alter functional connectivity within the
hippocampal circuit.

Somatodendritic coupling fluctuates across the

estrous cycle

Given the significant changes in spine turnover observed across
estrous stages (Figure 1F), we next investigated whether den-

4 Neuron 713, 1-13, July 23, 2025

dritic activity in CA1 was similarly estrous-modulated. To this
end, we used a transgenic mouse line with Cre-dependent
expression of GCaMP6s—a genetically encoded calcium indica-
tor’' —injected with diluted CaMKlla-Cre virus. This achieved
sparse and stable GCaMP86s expression in CA1 pyramidal neu-
rons while minimizing neuropil contamination (Figures 3A and
3B; Video S1). To target apical dendrites, the primary site of
estrous-mediated spine turnover,'®~'® we implanted mice with
glass microprisms, providing optical access to the somatoden-
dritic axis of CA1 neurons (Figures 3A and 3C).%”

To measure activity in CA1 pyramidal cells across the
estrous cycle, two-photon imaging was performed at 12-h in-
tervals. Since head fixation was required, mice ran on an air-
floated platform, allowing them to explore a circular track
(61.3 cm circumference) lined with phosphorescent visual
landmarks (Figure 3D; Video S2). The experiment was other-
wise conducted in darkness within an enclosed light box to
eliminate the influence of distal visual cues outside the floating
chamber.

Given that increased spine density during proestrus is thought
to enhance dendritic excitation,’* we hypothesized that the
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Figure 3. The estrous cycle modulates
somatodendritic coupling and bAP propa-
gation

(A) Schematic illustrating the microinjection of

dilute CaMKII-Cre AAV into TIT2L-GCaMP6és

transgenic mice to achieve sparse calcium indi-
cator expression prior to hippocampal micro-
periscope implantation.

(B) Average projection showing expression of

GCaMP6s throughout the somatodendritic axis in

a subset of CA1 neurons, as viewed through the

microperiscope.

(C) Confocal image of viral expression and micro-

40 prism implant (coronal section; green: GCaMP6s,
blue: DAPI), and boundaries of microprism im-
plantation are shown in dotted box.

40 (D) Schematic of the air-lifted carbon fiber floating
chamber that the mice explored during imaging. A
circular insert was used to create a circular track.
(E) Example CA1 pyramidal cell showing soma
and apical dendrite ROI selection.

20 (F) Representative AF/F traces from soma and

dendrite over a 40 s interval as the mouse tra-

verses the circular track. Dendritic AF/F (cyan) is
normalized to somatic AF/F (blue).

(G) Average somatodendritic AF/F correlations

across the recording (mean + SEM) as a function

of estrous stage (pairwise LME, Bonferroni-cor-

rected; *p < 0.01, ***p < 0.0001).

(H) Example CA1 pyramidal cell showing soma

and sub-ROI selection, with three representative

6 pm-wide subROIs ~50 pm apart along the

dendritic segment.

(I) Representative AF/F traces from soma and four

subROls at increasingly distal points along the

main apical dendritic branch (orange, most prox-
imal; green, medial; yellow, most distal), normal-
ized to somatic AF/F (top, blue).

SubROI #2

40
subROI #3

time (s)

11 2= 0.89

norm. AF/F

L2
0 50100
distance (um)

(J) Correlation between somatic and sub-ROI AF/F (mean + SEM) at increasing dendritic distances across estrous stages (LME; ***p < 0.0001).

(K) Measurement of back-propagating action potential (bAP) propagation in proestrus. Top: somatic AF/F trace (blue) aligned with somatic event occurrence
(logical trace, red). Bottom left: heatmap shows normalized dendritic AF/F as a function of distance from the soma. Note the gradually decaying dendritic
response concurrent with somatic events. Bottom right: the propagation of somatic events into the primary dendrite is fit with an exponential decay function to

calculate the bAP length constant.

(L) Example dendritic response of a CA1 pyramidal cell during estrus. Somatic signal, dendritic signal, and bAP length constant calculation as described in (K).
(M) Distribution of bAP length constants (mean + SEM) analyzed across CA1 pyramidal neurons for each estrous stage (pairwise LME, Bonferroni-corrected;

*p < 0.1, ***p < 0.0001).

estrous cycle would influence intrinsic excitability and somato-
dendritic coupling.®>~>* Indeed, our recordings revealed signifi-
cantly increased soma-dendrite coupling during proestrus and
significantly decreased soma-dendrite coupling during estrus
(p < 1074, F(3) = 10.37, LME, fixed effects for stage, random ef-
fects for mouse; Figures 3E-3G; Table S1C). This was found for
both the correlation of AF/F in the somatic and dendritic com-
partments (Figure 3G) as well as for the conditional probability
of inferred spike occurrence (Figures S4A and S4B;
Table S1D). To determine whether estrous-dependent changes
to somatodendritic coupling are distance dependent, we subdi-
vided the primary dendrite into 6-pm segments (“sub-regions of
interest [ROIs]”) and re-extracted, processed, and analyzed
coupling between the soma and sub-ROI along the dendrite
(Figures 3H and 8I).°%°° All stages showed a monotonic
decrease in the coupling between sub-dendritic and somatic ac-
tivity with increasing distance from the soma, but there was uni-

formly higher coupling during proestrus and lower coupling dur-
ing estrous (p < 1074, F(3) = 212.26, LME, fixed effects for stage,
random effects for mouse; Figure 3J; Table S1C).
Back-propagating action potentials (bAPs) are critical for
regenerative dendritic events®®°° and behavioral time scale
plasticity.?®%"%? The observed estrous-dependent shifts in so-
matodendritic coupling seen during particular stages may influ-
ence bAP spread into the dendritic arbor, thereby modulating
CAT1 dendritic plasticity. To test this possibility, we identified po-
tential bAP events in somatic AF/F traces and aligned them with
corresponding dendritic responses.®’°® Although bAPs are typi-
cally only a few milliseconds in duration, observed transients
are prolonged due to calcium and sensor Kinetics, allowing for
reliable observation of coupled somatodendritic activity.®* To
quantify bAP spread, we first identified somatic events,
then measured the propagation of the concurrent dendritic
activity into the primary dendrite (Figures 3K and 3L; see
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Figure 4. Changes in environmental cues
induce remapping in CA1 place cells

(A) Schematic illustration of a glass cylinder
implant for top-down two-photon calcium imaging
of CA1 cell body layer in CaMKlla-Cre x TIT2L-
GCaMP6s mice.
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(C) Schematic of head-fixed mouse in the floating
chamber during two-photon imaging. The
chamber walls are lined with interchangeable
fluorescent visual cues, while the base has
detachable textural cues to define distinct envi-
ronments.

(D) Schematic of behavioral protocol, including
freely moving acclimation sessions (open-top
boxes) and head-fixed imaging sessions (closed
boxes). For each imaging session, mice ran 10
consecutive laps, motivated by water reward.
They were given 5-min rests in their home cage
between sessions.

(E) Example angular position traces from the
floating chamber tracking system and aligned
AF/F transients of a single CA1 place cell across
three environments (A, B, and A'). Identified AF/F
transients are overlayed in red on the angular trace
for visualization of location preference.

(F) Smoothed AF/F transients from six example
place cells across multiple laps, with lap-averaged
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tuning curves below (mean + SEM).
(G) Example AF/F of six cells as a function of
angular location in environment A (left, blue),

environment B (center, orange), and back in environment A (A’; right, purple). Note similar place fields in environments A and A’, but shifted place field location in

environment B.

(H) Example CA1 place cell responses (normalized AF/F) from an example recording across the three environments: A (blue), B (orange), and A’ (purple). Average

responses of all place cells are ordered by peak position in environment A for

all three environments, cross-validated by determining peak position in odd trials

and plotting even trials. Note that place field positions are aligned in environments A and A’, but remap in environment B.

STAR Methods).°>®* The decay of the dendritic response was
then fit with an exponential decay function to determine the
backpropagation length constant for each cell (Figures 3K and
3L, inset plots). When analyzed by estrous stage, length con-
stants were significantly higher in proestrus, when somatoden-
dritic correlations were high, compared with estrus, when soma-
todendritic correlations were low (o < 1074, F(3) = 6.55, LME,
fixed effects for stage, random effects for mouse; Figure 3M;
Table S1C). To evaluate whether these effects extend to spatially
tuned neurons, we repeated the analysis for place cells, defined
as neurons that consistently fired in the same location along the
circular track. The results were consistent for the subpopulation
of place cells, with significantly greater somatodendritic coupling
along the dendrite during proestrus (Figures S4C-S4G;
Table S1D). These findings suggest a postsynaptic mechanism
for estrous-modulated somatodendritic coupling, in which
changes in synaptic density lead to increased bAP propagation
into the dendritic arbor.

Place cells measured in floating environments exhibit
stable responses and global remapping

Modulation of dendritic calcium dynamics has been proposed to
reshape hippocampal place fields and population activity,®'?
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raising the question of whether estrous cycle modulation of
CAT1 dendrites influences place cells. To address this, we imaged
large populations of place cells across the estrous cycle in
actively navigating head-fixed animals. To accomplish this in
head-fixed mice, we used two floating environments with distinct
visual and tactile cues to drive reliable place cell activity within an
environment, as well as remapping between different environ-
ments.®® Prior studies suggest that place cells make up 20%-
30% of the total population of mouse CA1 neurons.®”:%%¢" To
maximize the population of cells in the imaging field, we surgi-
cally implanted glass cylinders and performed two-photon imag-
ing of the CA1 cell body layer, capturing large populations of
place cells for further analysis (Figures 4A, 4B, S5A, and S5B;
Video S3).

Since previous studies have shown that learning of specific
environmental contexts peaks at approximately 21 days of expo-
sure,®® the mice were acclimated to the floating chamber for
21 days prior to recording, including head fixation and water
reward training (Figure S5E). Different floating environments
were defined by distinct patterns of phosphorescent visual
cues (A: dots, B: stripes) and textural floor cues (A: foam, B: bub-
ble wrap; Figures 4C and 4D), and experiments were carried out
in a dark chamber to reduce the influence of distal cues. To
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provide a common spatial reference for analysis of remapping,
the water reward point had a shared visual cue (star) and textural
cue (divot in base) across both environments. Before imaging,
mice freely explored each environment for 20 min, with a 5-min
interlude in their home cage in between exposures (Figure 4D).
During imaging, mice ran ten consecutive laps in environment
A, followed by a 5-min rest in their home cage. This procedure
was repeated for environment B, then again in environment A
(A > B > A’; Figure 4D).

To measure position during imaging, a magnetic tracking
system was used to align chamber position to neural activity
traces (AF/F; Figures 4E and S4D). Calcium transients
exceeding three standard deviations of the baseline were ex-
tracted and smoothed, while all other points were masked to
zero to correct for slow changes in fluorescence (Figures 4E
and S4D).°° Place cells exhibited well-defined, stable place
fields across laps, firing consistently at specific locations along
the circular track (Figures 4E and 4F). When averaged across
laps, place cells in environment A shifted their preferred angular
position upon entry into environment B but returned to their
original preferred position when reintroduced to environment
A (A’; Figure 4@G). At the population level, CA1 place cells tiled
the length of the circular track, remapping between environ-
ments A and B, while maintaining stable representations
when reintroduced to environment A (A’; Figures 4H, S5C,
and S5D). These results demonstrate that—despite identical
track geometry across environments—the visual and tactile
cues provided sufficient spatial context to induce global re-
mapping in the CA1 place cell population.®®

Place cell stability is modulated by estrous cycle stage
Having measured robust place cell responses in the floating
chamber, we next examined whether within-environment place
cell stability or between-environment remapping is modulated
by estrous stage. Previous electrophysiological studies found
that the basic firing properties of place cells remain stable across
the estrous cycle.”® Consistent with these findings, we observed
no significant modulation of place cell percentage (p = 0.2610,
Tukey HSD), place field width (full width at half maximum
[FWHM]; p = 0.1375, F(3) = 1.36, LME), spatial information
(bits/inferred spike; p = 0.2457, F(3) = 0.92, LME), or mean event
rate (p = 0.1196, F(3) = 1.13, LME) across estrous stages
(Figures S6A-S6D; Table S1E). However, lap-wise stability was
significantly lower in estrus than all other stages (D: p =
0.0029, F(1) = 12.22; P: p < 107%, F(1) = 54.62; M: p = 0.0014,
F(1) = 13.58, pairwise LME; Figure S6E; Table S1E). Despite
this reduction, CA1 neurons still formed robust place fields dur-
ing estrus (Figure S6E).

Although basic firing properties remained consistent across
stages, analysis of both within-environment stability (A > A')
and between-environment remapping (A > B) revealed signifi-
cant estrous-cycle modulation of spatial representations. As
exemplified by single-cell traces, during proestrus neurons
exhibit greater stability in spatial tuning across the same environ-
ments when compared with estrus (Figure 5A). At the population
level, sorting place cells by latency in environment A revealed
that place cells were considerably more stable within-environ-
ment (A > A’) during proestrus compared with estrus (Figure 5B).
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To quantify this phenomenon, we calculated the circular differ-
ence in each place cell’s peak firing location within-environment
(A > A'; stability; left) and between environments (A > B; remap-
ping; right). Within-environment stability was significantly greater
in proestrus and lower in estrus compared with all other estrous
stages (p < 1074, F(3) = 105.46, LME, fixed effect for stage,
random effects for mouse; Figure 5C, left; Table S1F). By contrast,
we found only a minor difference for between-environment re-
mapping between the estrus and metestrus stages (p = 0.0427,
F(3) = 2.73, LME; Figure 5C, right; Table S1F). To confirm popula-
tion-level effects, we computed the population vector (PVec) cor-
relation, a measure of population response similarity, to assess
stability and remapping across estrous stages.”"’? Consistent
with single-cell analysis, during proestrus the place cells exhibit
significantly greater stability than at any other estrous stage, as
shown by non-overlapped bootstrapped 95% confidence inter-
vals (Cls; Figure 5D). Only minor differences in remapping were
observed, similar to single-cell analysis. Total moving time, speed,
and anticipatory reward behavior remained consistent across the
cycle (Figures S6F-S6H; Table S1E).

To further assess spatial coding fidelity, we trained a linear
decoder on population-level place cell activity to predict the an-
imal’s position along the circular track.””’® The decoder was
trained on place cell responses in environment A, then tested
on data from the same environment (A’) or a different environ-
ment (B; Figure 5E). As expected, the decoded position was
much more accurate in environment A’ than in environment B,
confirming that place cells remain stable within-environment
but remap between environments (Figure 5E). Consistent with
single-cell and PVec analysis, proestrus exhibited significantly
lower decoder error than other stages when estimating position
within-environment (A > A’), as shown by non-overlapping 95%
Cl (Figure S7).

Taken together, these results are the first to demonstrate that
spatial representations in the hippocampus are dynamically
modulated by cyclic endocrine factors, from synaptic plasticity
to population-level place cell stability. This underscores a
growing body of research indicating that consideration of hor-
monal signaling is critical to understanding the intrinsic dy-
namics of spatial coding and memory.

DISCUSSION

Here, we investigated the role of the murine estrous cycle on hip-
pocampal structural and functional plasticity across synaptic,
cellular, and population levels. At the synaptic level, building
on previous cross-sectional studies, we found that dendritic
spine density is fundamentally shaped by the estrous cycle,
with a subset of proestrus-added spines becoming part of the
stable synaptic population (Figures 1 and 2).'°'* At the cellular
level, CA1 pyramidal neurons exhibited estrous-dependent den-
dritic activity, with greater infiltration of bAPs into the apical
dendrite during the proestrus stage and less during the estrus
stage (Figure 3). Finally, at the population level, we found that
spatial coding was significantly more stable within the same
environment (A > A’) during proestrus and significantly less sta-
ble during estrus (Figure 5). These results are the first to demon-
strate in vivo evidence that the estrous cycle modulates
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Figure 5. Place field stability is modulated
by estrous cycle stage

(A) Positional tuning curves for six example place
cells averaged across laps (mean + SEM) in the
proestrus (P) and estrus (E) stages. Place fields are

shown for environment A (blue), environment B
(orange), and environment A’ (purple). Neurons
imaged during proestrus exhibit more stable place
fields within-environment (A > A’) than neurons
imaged during estrus.

(B) Average responses (normalized AF/F) of all
place cells, ordered by peak position in environ-
ment A (cross-validated), in each estrous stage (D,
diestrus; P, proestrus; E, estrus; M, metestrus).

(C) Boxplots of the circular distance between
place cell peak firing locations within-environment
(A > A'; stability) or between-environment (A > B;
remapping) in each estrous stage (horizontal line,
mean; box, first and third quartiles; whiskers,
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maximum and minimum). The dashed line in-
dicates chance-level circular distance (15.4 cm),
and brackets indicate significant differences be-
tween stages (pairwise LME, Bonferroni-cor-
rected; **p < 0.001, **p < 0.01).

(D) Violin plots of PVec correlation across estrous
stages within-environment (A > A’; stability) and
between-environment (A > B; remapping). Distri-
butions were created by bootstrapping data from
N = 3,679 cells from 6 mice over 100 iterations,
sampling with replacement. A PVec correlation of
zero indicates global remapping, while a PVec
correlation of one indicates complete stability. The
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dashed line indicates chance-level PVec correlation (zero), overlay indicates mean + bootstrapped 95% CI, and brackets/asterisks indicate significant differ-

ences between stages (non-overlapping 95% Cls).

(E) Probability density plot of decoder-estimated and actual position in environment A’ (A > A’, top) compared with environment B (A > B, bottom). Responses are

averaged across one recording per estrous stage for each of 6 mice.

hippocampal circuit function, offering a window into the role of
cyclic plasticity in shaping mammalian spatial cognition.

Recent work has reshaped our understanding of synaptic
plasticity’s role in the formation and stability of spatial represen-
tations. Current theories of place field formation propose that
CA1 place fields are driven by local dendritic activity in the
form of bAPs, plateau potentials, and NMDA spikes.?® These
models propose that bAPs underlie non-Hebbian mechanisms
supporting behavioral time scale plasticity, which causes rapid
formation and stabilization of place fields.”®"°> Qur findings
align with this framework, suggesting that the greater bAP
spread observed in proestrus may contribute to place field sta-
bility at the population level.”® Computational models further
predict that increased excitatory dendritic input enhances place
field stability, consistent with our observation that stages with
higher synaptic density exhibit more stable place fields.”>"®
An alternative possibility is that shifts in dendritic excitability
could drive changes in somatodendritic coupling, which in turn
influence spine dynamics. Further experiments will be necessary
to distinguish between these mechanisms.

Although estrous-dependent spine turnover has been exten-
sively studied in the hippocampus, its effects in other brain regions
remain unclear. No significant estrous cycle-linked changes in
spine density have been observed in the medial entorhinal cortex
or somatosensory cortex.’® However, cross-sectional synaptic
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fluctuations have been observed in the ventromedial hypothala-
mus,’” prefrontal cortex,”® and amygdala,”®%° although some re-
sults remain conflicting.®' Further studies investigating hormonal
modulation of these regions will be crucial for understanding sys-
temic endocrine influences on neural plasticity.

Despite the progress made by our study, there are several lim-
itations that warrant discussion. First, we visualized dendritic
spines using a well-characterized transgenic mouse line with
sparse GFP expression in excitatory neurons.?'=2%57:41=44 Ag
with all current methods for achieving sparse neuronal expres-
sion within a broader cell type, this approach may still label a
non-random subset of neurons. Second, small spine structures
such as filopodia fall below our functional diffraction limit, mak-
ing other techniques such as in vivo super-resolution stimulation
emission depletion (STED) microscopy better suited for resolving
these submicron structures.®”**® Investigating how the estrous
cycle changes the growth and motility of filopodia is an exciting
research direction, given the important role filopodia play in es-
tablishing new synapses.*®®? Third, our functional dendritic ex-
periments were conducted using the GCaMP86s indicator, the ki-
netics of which are well suited for dendritic imaging over slower
timescales,®* but future studies could employ voltage imaging or
in vivo patch clamp to capture more temporally precise dendritic
dynamics. Finally, our study is ultimately observational—a crit-
ical remaining challenge is to uncover the molecular
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mechanisms underlying estrous modulation of structural and
functional plasticity. Classical estrogen receptors (ERa and
ERB) regulate functional synapse formation in response to exog-
enous estradiol administration,’"'>** and a subset of ERa/ERps
localize to the membranes of dendritic spines, suggesting direct
involvement in synaptic signaling.’***%* Membrane-bound es-
trogen signaling is also mediated by the G-protein coupled es-
trogen receptor (GPER), which activates distinct secondary
messenger cascades, including kinases like JNK not activated
by its classical receptor counterparts.’-*>®” Downstream kinase
activation by both classical and non-classical estradiol signaling
enhances actin polymerization, promoting spine maturation,
as observed during the diestrus-to-proestrus transition
(Figure 2F).2%8° However, it remains unclear how each class of
estradiol receptor, as well as receptors for other hormones like
progesterone and androgens, contributes to cycle-dependent
changes in hippocampal plasticity. Advances in CRISPR,° short
hairpin RNA (shRNA),°" and transgenic technologies® may pave
the way for a more complete understanding of the mechanisms
underlying changes in spatial coding and stability across the
estrous cycle.

Given our findings, an important question to address is what
are the evolutionary mechanisms underlying such significant cy-
clic changes to the hippocampal network? The estrous cycle is
essential for reproduction, with estradiol levels peaking in proes-
trus, immediately prior to ovulation, then plummeting up to
15-fold in estrus.®*°® Behavioral studies suggest that wandering
behavior increases in late proestrus, potentially enhancing mate-
seeking behaviors.**** Moreover, some studies indicate that ro-
dent navigation switches from an allocentric (map-based) to
egocentric (route-based) strategy during the transition from pro-
estrus to estrus, aligning with our findings that place cell stability
is greatest during proestrus.®>~°" However, recent deep-learning
analyses of mouse behavior across the estrous cycle found that
spontaneous motor activity is not strongly estrous-modulated
and that individual mouse identity is significantly easier to
decode than estrous stage.’® Additionally, studies investigating
the role of estradiol in performing classical spatial memory tasks
(e.g., Morris water maze and radial arm maze) have produced
conflicting results, with different studies showing both enhanced
and impaired spatial memory after estradiol administra-
tion."%97'9? Future studies will be necessary to fully understand
the influence of cyclic hippocampal modulation on spatial mem-
ory and navigation behavior and to elucidate the evolutionary
logic underlying cyclic changes in hippocampal plasticity.

It is important to note that the estrous cycle is often errone-
ously linked to the perception that female animals are more var-
iable than males, contributing to their chronic underrepresenta-
tion in research.'®"'% However, multiple studies have found
that male rodents actually exhibit greater behavioral variability
than females.®®'%° Moreover, estradiol exerts a strong modula-
tory influence on the male hippocampus, where it is present at
a higher concentration than in females’'°° and, as in females, ®
induces hippocampal synaptogenesis.?®'°” Hormonal cycles
are also not exclusive to females. For example, circadian
rhythms are ubiquitous among mammals, with coupled steroid
hormone concentration typically peaking in the morning and
declining in the evening.'°® Male mice also exhibit cyclic fluctu-
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ations of testosterone, progesterone, and cortisol throughout the
day.'® However, unlike the 4-5 day cycle of female mice, male
hormone fluctuations occur on a shorter timescale, making it
difficult to capture cyclic plasticity changes, and vaginal cytology
is not an option for non-invasive staging of hormonal state.
Future studies using new technologies for plasma hormone
assessment''>""" may provide insight into how gonadal hor-
mones influence hippocampal circuitry in males.

Our findings demonstrate that naturally cycling endocrine fac-
tors are robust modulators of spatial memory circuits, shaping
hippocampal structure and function on a previously unprece-
dented scale. These results highlight the need to consider hor-
monal influences in neuroscience research and pave the way
for future studies exploring the interplay between endocrine
rhythms, synaptic plasticity, and cognition.

RESOURCE AVAILABILITY

Lead contact

Requests for further information and for reagents and resources should
be directed to and will be fulfilled by the lead contact, Michael J. Goard
(michaelgoard@ucsb.edu).

Materials availability
This study did not generate new, unique reagents.

Data and code availability

Spine morphology images and processed calcium imaging traces generated
in this study have been deposited in a public repository (Mendeley Data:
https://www.doi.org/10.17632/fwd9b5jvoh.1). The analysis code used to
measure spine morphology (GitHub: https://www.doi.org/10.5281/zenodo.
15200450), dendritic activity (GitHub: https://www.doi.org/10.5281/zenodo.
15200438), and place cell dynamics (GitHub: https://www.doi.org/10.5281/
zenodo.15200440) is publicly available. Any additional information required to
reanalyze the data reported in this paper is available from the lead contact
upon request.
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EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

A total of n = 17 female mice (8-28 weeks of age) were used across experiments. For dendritic morphology experiments (Figures 1
and 2), Thy1-GFP-M (Jax Stock #007788) female transgenic mice (n = 6, 9-17 week old females) were used for sparse expression of
GFP throughout the forebrain. For dendritic imaging experiments (Figure 3), TITL2-GC6s-ICL-TTA2 (Jax Stock #031562) transgenic
mice were injected with a CaMKIlla-Cre virus (Addgene #105558-AAV1) diluted 1:10,000 in CA1 (n = 5, 14-28 week old females). For
population imaging experiments (Figures 4 and 5), CaMKlla-Cre (Jax Stock #005359) x TITL2-GC6s-ICL-TTA2 (Jax Stock #031562)
double transgenic mice (n = 6, 8-12 week old females) were bred for widespread expression of GCaMP6s in excitatory neurons.

For imaging experiments, female mice were implanted with a head plate and cranial window and imaged starting 2 weeks after
recovery from surgical procedures. The animals were housed on a 12 hr light/dark cycle in cages of up to five animals before the
implants, and individually after the implants. All animal procedures were approved by the Institutional Animal Care and Use Commit-
tee at University of California, Santa Barbara, CA.

METHOD DETAILS

Estrous cycle staging

All mice were regularly staged by vaginal lavage starting two weeks post-surgery (once per day prior to imaging and twice per day
during imaging). Samples were collected during the light phase of the cycle using 50 pl sterile saline pipetted into the vaginal opening
and aspirated several times to obtain a vaginal cytology sample. The sample was then pipetted onto a gel subbed microscope slide
and allowed to dry 24 h before staining with Shorr Stain (Sigma Aldrich). Gel subbing was performed using a gelatin/CrK(SQO,4), so-
lution as previously described.''* Dried and stained slides were imaged under a compound brightfield OMAX microscope at 10X
magnification, acquired using ToupView software. Images were first examined visually to ensure a sufficient cytology sample free
of debris, then processed using EstrousNet for automated estrous stage classification.*® Staging was performed by an independent
experimenter blind to experimental condition.

Surgical procedures

All surgeries were conducted under isoflurane anesthesia (3.5% induction, 1.5-2.5% maintenance) in sterile conditions. Meloxicam
(2 mg kg™, subcutaneous) was administered preoperatively to reduce inflammation and the scalp was infiltrated with lidocaine
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(5 mg kg™, subcutaneous) prior to the incision. The scalp overlying the dorsal skull was sanitized and removed. The periosteum was
then removed with a scalpel and the skull was abraded with a drill burr to improve adhesion of dental acrylic.

For transverse hippocampal imaging (Figures 1, 2, and 3), we used a custom-designed glass microperiscope (Tower Optical) con-
sistingofa 1 x 1 x 1 mm® cubic base and a 1 mm right angle prism, with a total length of 2 mm on the longest side.®” The hypotenuse
of the right-angle prisms were coated with enhanced aluminum for internal reflectance. The microperiscope was attached to a 4 mm
diameter coverglass (Warner Instruments) with a UV-cured optical adhesive (Norland, NOA61). Prior to implantation, the skull was
soaked in sterile saline and the cortical vasculature was inspected to ensure that no major blood vessels crossed the incision
site. If the cortical vasculature was suitable, a 3-4 mm craniotomy was made over the implantation site (centered at 2.0 mm posterior,
1.2 mm lateral to Bregma). For implantation, a 1 mm length anterior-to-posterior incision was made through the dura, cortex, and
septal (mediodorsal) tip of the hippocampus a sterilized diamond micro knife (Fine Science Tools, #10100-30) mounted on a manip-
ulator. The incision was centered at -2.1 mm posterior, 1.2 mm lateral (relative to Bregma) and lowered to a depth of 2.2mm. Gelfoam
(VWR) soaked in sterile saline was used to remove any blood from the incision site. Once the incision site was free of bleeding, the
craniotomy was submerged in cold sterile saline, and the microperiscope was lowered into the incision using a manipulator, with the
imaging face of the microperiscope facing lateral. Once the microperiscope assembly was completely lowered into the CA1 such that
the coverglass was flush with the skull, the edges of the window were sealed with silicon elastomer (Kwik-Sil, World Precision Instru-
ments), then with dental acrylic (C&B-Metabond, Parkell) mixed with black ink. The dental acrylic was applied such that it did not
protrude substantially over the window, to avoid scratching the objective lens surface. Given the working distance of the objective
used in this study (3 mm), the microperiscope implant enabled imaging from 2250-2600 pm below the coverglass surface, corre-
sponding to approximately 150-500 pm into the transverse hippocampus (the 150 pm of tissue nearest to the microperiscope
face was not used for imaging).

For imaging CA1 soma populations (Figures 4 and 5), we used a custom-designed glass cylinder (Tower Optical) measuring
1.4 mm in diameter, with a length of 1.4 mm. The cylinder was attached to a 4 mm diameter coverglass (Warner Instruments) with
a UV-cured optical adhesive (Norland, NOA61). Prior to implantation, the skull was soaked in sterile saline and the cortical vasculature
was inspected to ensure that no major blood vessels crossed the implantation site. If the cortical vasculature was suitable, a 3 mm
craniotomy was made over the implantation site (centered at 2.0 mm posterior, 1.8 mm lateral to Bregma). For implantation, the dura
was removed from over the implant region using fine forceps (FST), and the tissue immediately over the hippocampus was removed
with a 1.5 mm diameter sterile biopsy punch, which was lowered 1 mm into the tissue using a micromanipulator, centered at the im-
plantation site and tilted 10 degrees laterally. A small amount of negative pressure was manually applied to the biopsy punch during
withdrawal to remove a 1.5 mm diameter plug of cortical tissue overlying the hippocampus. Gelfoam (VWR) soaked in sterile saline
was used to remove any blood from the incision site. Once the incision site was free of bleeding, the craniotomy was submerged in
cold sterile saline, and the glass cylinder was lowered into the incision using a micromanipulator until the bottom surface was flush
with the dorsal surface of the hippocampus. The implant was tilted 10 degrees laterally to conform to the surface of the hippocampus.
Once the implant was placed, the edges of the window were sealed with silicon elastomer (Kwik-Sil, World Precision Instruments),
then with dental acrylic (C&B-Metabond, Parkell) mixed with black ink. For these experiments, the imaging plane was approximately
150-200 um below the bottom of the cylinder to allow imaging of the stratum pyramidale of subregion CA1.

After implantation of the glass microperiscope or cylinder, a custom-designed stainless steel head plate (https://www.
emachineshop.com/) was affixed using dental acrylic (C&B-Metabond, Parkell) mixed with black ink. After surgery, mice were admin-
istered carprofen (5-10 mg kg™, oral) every 24 hr for 3 days to reduce inflammation. The microperiscope design (v1cas) and head
fixation hardware designs are available on our institutional lab website (https://goard.mcdb.ucsb.edu/resources).

Floating chamber setup, training, and recording

For measurement of spatial responses, mice were head-fixed in a floating carbon fiber chamber (NeuroTar, Mobile HomeCage).
The chamber base was embedded with magnets to allow continuous tracking of the position and angular displacement of the cham-
ber relative to the mouse. Behavioral data were collected via the Mobile HomeCage motion tracking software (NeuroTar, versions
2.2.014, 2.2.1.0, and 3.1.5.2). During imaging experiments, image acquisition was triggered using a TTL pulse from the behavioral
software to synchronize the timestamps from the 2P imaging and chamber tracking.

A carbon fiber arena (250 mm diameter) with an excluded inner circle (140 mm) was used to create a circular track with a circum-
ference of 61.26 cm (measured along the center of the track). Visual cues on both the outer and inner walls were made with photo-
luminescent tape (Lockport), and the experiments were conducted in near-darkness, reducing the influence of distal cues outside of
the chamber.®® Tracks were designed with two sets of cues (A, B) to stimulate place cell activity, with one cue used in both sets at the
beginning of the track (star) to enable tests of remapping between environments. Cues were charged for 30 minutes under UV light
then allowed to rest for 30 minutes to reach a steady phosphorescent intensity before beginning recordings. The first set of cues were
paired with a foam floor insert and the second set of cues were paired with a perforated bubble wrap insert to provide distinct tactile
cues. During home cage rest intervals between imaging sessions, the experimenter scrubbed the chamber with a veterinary-grade
disinfectant and deodorizer (Rescue), to eliminate the influence of odor cues between environments.

After water restriction to 85% of initial bodyweight, mice were acclimated to the arena by the following steps (Figure S5E): (1) On the
first day the mice were placed into the chamber with cues for environment A and allowed to freely explore without head fixation for
10 min. Small pieces of hydrogel were scattered along the track to encourage exploration. A piece of plexiglass with drilled air holes
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was placed on top of the arena to keep the mice from climbing out. They were then returned to their home cage for 5 minutes while
environment B was prepared, then these steps were repeated for environment B. This was repeated for 3 days with exposures to
each environment increasing by 5 minutes on each consecutive day. (2) On the fourth day, the mice were head-fixed to a crossbar
extending over the floating chamber (Figure 4C) and allowed to freely explore the floating chamber for 5 min with water reward given
at the completion of each lap. Air flow (2-5.5 psi) was adjusted to maximize steady walking/running. The mice were then placed back
in their home cage before being re-head fixed in environment B and allowed to explore for another 5 minutes. For the next 3 days the
head fixation time was increased by increments of 2 min in each environment, as long as the mice showed increased distance walked
and percent time moving. (3) On day 8, the mice began the complete head fixation sequence of three environments (A > B > A’), where
they were allowed to explore each environment for 5 minutes with a 5-minute rest period in the home cage between each exposure.
The exposure period increased by 5 minutes every four days until the mice were comfortably running for 15 minutes in each environ-
ment on day 19. (6) On the last two days of the training period (days 20 and 21), mice were acclimated to the full trial setup, in which
they were first allowed to freely explore each environment for 20 minutes before being head-fixed and placed on the 2P microscope
to allow habituation to the microscope noise, and for each environment were only allowed to run 10 laps under a speed threshold of
200 mm/s (laps over the speed threshold were not counted towards the total number of laps run). This was to account for overexertion
during exposure to the first environment, and prevent tiring by the third environment. (5) On day 22, after mice were fully habituated,
recording sessions on the 2P microscope were performed every 12 hours for 4.5-11 days to ensure that at least one imaging sessions
was taken during each stage of the estrous cycle.

Behavior data was acquired using Mobile HomeCage motion tracking software (NeuroTar) and analyzed using custom software.
Since the Mobile HomeCage motion tracking software sampling rate was faster than the 2P imaging frame rate, all behavioral vari-
ables (speed, location, polar coordinates, and heading) that were captured within the acquisition of a single 2P frame were grouped
together and their median value was used in future analysis. For the polar angle (used to determine the location bin of the mouse along
the 1D track), the median was computed using an open-source circular statistics toolbox (CircStat 2012a) written for MATLAB." ' We
removed any time points when the mouse was not moving, as is standard for measurement of place fields.*® To do this, we smoothed
the measured instantaneous speed and kept time periods > 1 s that had speeds greater than 20 mm/s (adding an additional 0.5 s
buffer on either side of each time period).

Two-photon imaging

After recovery from surgery and behavioral acclimation, GFP or GCaMP6s fluorescence was imaged using an Investigator 2P micro-
scopy system with a resonant galvo scanning module (Bruker). For fluorescence excitation, we used a Ti:Sapphire laser (Mai-Tai
eHP, Newport) with dispersion compensation (Deep See, Newport) tuned to 1=920 nm. Laser power ranged from 40 to 80 mW at
the sample depending on GCaMP6s expression levels. Photobleaching was minimal (<1% min™") for all laser powers used. For
collection, we used GaAsP photomultiplier tubes (H10770PA-40, Hamamatsu). A custom stainless-steel light blocker (eMachine-
shop) was mounted to the head plate and interlocked with a tube around the objective to prevent light from the environment from
reaching the photomultiplier tubes. For imaging, we used a 16x/0.8 NA microscope objective (Nikon) to collect 760 x 760 pixel
frames with field sizes ranging from 829 x 829 pm (1x zoom) to 51.8 x 51.8 um (16x zoom). Images were collected at 20 Hz and stored
at 10 Hz, averaging two scans for each image to reduce shot noise.

For longitudinal imaging of dendritic structure and activity, imaging fields on a given recording session were aligned based on the
average projection from a reference session, guided by stable structural landmarks such as specific neurons and dendrites. Physical
controls were used to ensure precise placement of the head plate, and data acquisition settings were kept consistent across ses-
sions. Images were collected every 12 hours for 8-11 days in structural imaging experiments, and 4.5-5 days in calcium imaging ex-
periments, with length of session dependent on the periodicity of the estrous cycles prior to imaging, which here ranged from 4 to
5.5 days. Imaging sessions were performed at approximately 6am and 6pm every day for consistency.

Two-photon image post-processing
Images were acquired using PrairieView acquisition software (Bruker) and converted into multi-page TIF files for analysis with
MATLAB (Mathworks).

For spine imaging, registration and averaging was performed for each z-plane spanning the axial width of the dendrite to ensure all
visible spines were captured. A gaussian distribution was fit to the intensity of the dendrite, and the images were weighted according
to the fit. Dendritic segments then underwent rigid global registration across days. Dendrite registration was performed using the
MATLAB imregister function with regular-step gradient descent optimization and a mean square error metric configuration. The
registered images underwent high-pass filtering to extract low contrast spine features using code adapted from Suite2P’s enhanced
mean image function."'® The resulting ROIs were binarized using Otsu’s global threshold method for spine classification.”'” In most
cases, the global threshold successfully isolated a single prominent dendrite. In fields with higher background containing undesired
dendrites, extraneous dendrites were manually masked. To identify spines that fell below the global threshold, the user manually
specified incrementally lower thresholds from which to select spines that were excluded in the initial binarization. Spines above
the global threshold with an area of >1 pm? were included in our analysis. To classify each spine as one of the four major morpho-
logical classes, we performed the following steps: First, we found the base of the spine by identifying the region closest to the den-
dritic shaft. Second, we calculated the length of the spine by taking the Euclidean distance between the midpoint of the spine base
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and the most distant pixel. Third, three vectors evenly spaced between the base and top of the spine were drawn perpendicular to the
main axis, the first and third of which were identified as the head and neck, respectively. The logical spine mask was superimposed
onto the normalized gaussian averaged image, and integrated brightness was calculated as the sum of the pixels in the masked
area.''®""? Finally, spines were classified in the four categories, considering the following threshold parameters: mean width,
head/neck width ratio, length/mean width ratio, and integrated brightness (Figure S2A).

For calcium imaging sessions, the TIF files were processed using the Python implementation of Suite2P."'® We briefly summarize
their pipeline here. First, TIFs in the image stack undergo rigid registration using regularized phase correlations. Next, regions of in-
terest (ROls) are extracted by clustering correlated pixels, where a low-dimensional decomposition is used to reduce the size of the
data. The number of ROlIs is set automatically from a threshold set on the pixel correlations. We manually checked assigned ROIs
based on location, morphology, and AF/F traces.

Since the hippocampal pyramidal cells are densely packed, we perform local neuropil subtraction using custom code (GitHub:
https://github.com/ucsb-goard-lab/two-photon-calcium-post-processing) to avoid neuropil contamination. The corrected fluores-
cence was estimated according to:

Fcorrected(n) = Fsoma (n) - a(Fneuropil(n) - Fneuropil),

where Fpeuropi Was defined as the fluorescence in the region <30pm from the ROI border (excluding other ROIs) for frame 1. Fpeyropit
was Fpreuropii @averaged over all frames. a was chosen from [0, 1] to minimize the Pearson’s correlation coefficient between F,,eu,op,, and
Fheuropit- The AF/F for each neuron was then calculated as:

AF _F, — Fo
F ™~ F

where F,, is the corrected fluorescence (Fcorrecteq) fOr frame n and Fy is defined as the first mode of the corrected fluorescence density
distribution across the entire time series.

We deconvolved this neuropil subtracted AF/F to obtain an estimate for the instantaneous spike rate, which we used for the
computation of neurons’ spatial information and mean event rate (Figures S6C and S6D), as well as conditional probability of spike
occurrence in dendritic compartments (Figures S4A and S4B). This inferred spike rate was obtained via a MATLAB implementation of
a sparse, nonnegative deconvolution algorithm (OASIS) used for Ca2* recordings.'*° We used an auto-regressive model of order 2 for
the convolution kernel.

Spine imaging data analysis

After rigid registration, high-pass filtering, and binarization of the dendritic segment, individual spines were extracted based on stan-
dard morphological criteria.''® Spines projecting laterally from the dendritic segment were extracted and analyzed as individual ob-
jects, as described previously. The sum of the members of each spine class, as well as the total number of all spines, was recorded for
each session. Spine totals (Siot/) Were then broken down into 10 pm sections of the dendritic segment (Ssection) Using the following
calculation

Stotar (N
Ssection(n) = ( t”( ) X 10»

F
um
Dlength X =
F, pixels

where length of the dendritic segment, Djengin, Was determined by skeletonizing the dendritic shaft to 1 pixel in diameter, then taking
the area of the pixels. Fpixeis is the FOV in pixels, which here was 760 pixels in each axis at 16 x magnification, and F,,, is the FOV in pm,
which was 52 pm in each axis.

Turnover was estimated at 12 hr increments; turnover here is defined as the net change in spines per session for each morpho-
logical class. Percent addition/subtraction, T, was calculated as

Ni
T = W x 100,

where N; is spines that have been added or subtracted and N(t) is the total average number of spines. To determine the total pop-
ulation of spines on each dendrite, dendritic segments first underwent global registration across days, as described previously. After
registration the centers of all spines across all days were overlaid, and spines falling under a spacing threshold of 1.7um were consid-
ered to be the same spine. The remaining ROls represented the total cumulative population of dendritic spines across the time series.

Global registration was rigid so that spine shape would not be warped and misclassified as a different spine type, however small
differences in dendritic morphology made the visualization of the exact same spine location difficult across days. Because of this, we
also employed local registration, in which an 80 x 80 pixel ROl around the centroid of the dendritic spine was cut out and indepen-
dently registered against the time series of images using the same registration parameters as in global registration. This is consistent
with previous dendritic spine registration techniques.’®' These images were further broken down by spine type and registered to
each other, then averaged, resulting in an average projection of each classification (Figure S2B). Randomly selected examples of
each spine type are also displayed to illustrate face validity of the classification procedure (Figures S2F-S2I).
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The coordinates of the locally registered spine ROI from the gaussian averaged image were applied to the same region on the bi-
narized image, and a 40 x 40 pixel series of both average projection and binarized ROl images were displayed in a GUI format, along
with recording number, so that the experimenter could manually confirm that the same spine was detected across days, and that the
classification of the spine as either present or not present was correct (Figure S1). Manual curation of spines was performed blind to
estrous stage.

Once spine numbers across recordings were confirmed and normalized to spines per 10 pm, recordings were interpolated to an
archetypal cycle, where each stage was repeated twice and the cycle was repeated three times (i.e. D-D-P-P-E-E-M-M x3;
Figures 1F, S3A, and S3B). Stages were first interpolated to a standard two-recording length, such that stages that lasted just
one recording were repeated twice, and stages that lasted more than 2 recordings were averaged so that the first timepoint was
the average of the first half of recordings within that stage (rounded up for stages with odd number recordings), and the second time-
point was the average of the second half. Stages lasting two recordings were left as-is. The resulting vector was input into the arche-
typal cycle such that the first observed stage determined the starting location of the vector. For instance, a recording beginning with
proestrus would begin at the third slot in the archetypal cycle. This method was employed instead of circularizing the cycle to pre-
serve the time course of turnover within dendrites.

To calculate the survival fraction curve S(t), we determined which spines were present at time t, that were not present at time
to.214%122 For all spines this was considered any spine that was present on recording session 1 regardless of estrous stage. For pro-
estrus-added spines, only spines for which the diestrus stage before proestrus as well as an entire cycle after proestrus were re-
corded were included in the analysis. Spines were considered to be proestrus-added when no spine was present in diestrus, regard-
less of when during the proestrus stage they appeared. The survival fraction of these spines was quantified such that recording 1 was
the recording at which the spine appeared, and recording 2 was the first recording of the estrus stage immediately following proes-
trus. Survival fraction was quantified as

N (tn)

S() = Ny ¥ 100

where N, (t,) are the total spines at t, that were also found in ty, and N(t) are the total number of spines that were present in t,.

To calculate transition matrices (Figure 2F), the population of spines present in diestrus, proestrus, and estrus were first classified,
as well as the classifications of those spines in the stage immediately following (i.e. diestrus > proestrus, and proestrus > estrus). The
transition matrices were calculated as the probability that a spine of a particular classification (e.g., mushroom) would transition to
each of the other classifications (mushroom, stubby, thin, filipodia, no spine) during the stage transition. Matrices were pseudocol-
ored to indicate transitions to more stable spine classes (red, above unity line), less stable spine classes (blue, below unit line) or no
change (greyscale).

For PCA analysis (Figure S2D), vectors measuring morphological parameters (mean width, head/neck width ratio, length/mean
width ratio, and integrated brightness) were used to create a 4-dimensional feature space. The first two principal components
were plotted against each other for visualization.

For analysis of distance-dependent spine turnover, the distribution of spines along the dendritic arbor was calculated and the 33™
and 67" percentiles were used to determine cutoffs for proximal, medial, and distal groups (Figure S3C). Spine turnover and percent
change in density were calculated for each dendrite within distance groups, as described above (Figures S3D and S3E).

Dendritic calcium imaging data analysis

For dendritic calcium imaging, mice were allowed to run head-fixed around the floating chamber for 15 minutes, during which they
completed at least 10 but up to 20 laps. Visual and textural cues in the chamber were the same used for environment A in remapping
analysis. To analyze dendritic imaging data, the user first extracted ROIs using a custom GUI interface which overlaid the average
projection on top of a pixel-wise activity map calculated using a modified kurtosis measure and asked the user to manually draw
ROls around the cell of interest, which was highlighted in a separate window to guide ROI selection. The soma was selected using
an elliptical ROI, and dendrite was selected using a freehand object. The somatic ROl was maintained for the rest of the analysis, but
the dendritic ROl was automatically redrawn by dilating the skeletonized image defined by the outer bounds of the hand-drawn ROI
with a structuring element 10-pixels in diameter. This helped to eliminate user error and standardize dendritic ROl selection. The sub-
ROls were created by splitting up the previously defined dendritic ROl into serial sections with a specified length, here 6 pm. A subset
of somatic ROIs and their respective dendritic and sub-ROls were identified as place cells (see Population calcium imaging data anal-
ysis, below), and put through the same steps to determine estrous-dependent properties (Figures S4C-S4G).

Next, AF/F was calculated as is previously described for soma ROls, dendrite ROIs, and subROls. Neuropil was not subtracted in
order to avoid inadvertently removing relevant signal, but is expected to be low due to sparse expression and the localization of the
ROI around the dendrite.

Coupling between the soma and dendrites or the soma and subROlIs were calculated using a Pearson’s correlation between AF/F
traces extracted from the respective ROIs (Figures 3G and 3J). As an alternate measure, inferred spikes were calculated for each
soma and dendrite as described previously, and were used to calculate the conditional probability of observing a dendritic event
given a somatic event (Figures S4A and S4B).° Conditional probability of observing a dendritic event given a somatic event was
quantified as
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s,

jon

1(minjty, — ts]) < b

i=1

Pais) = N )
where N is the total number of discrete somatic events, fp, is the start of the event i in the dendrite, tg, is the start of the event i in the
soma, and b is the buffer time, here defined as one frame.

To identify bAPs, somatic events were identified in the somatic AF/F trace by extracting significantly elevated sections of the cal-
cium trace, defined as three standard deviations above the mean, and aligned with dendritic AF/F.>"®® Occasionally short sections of
an AP fell below threshold, so gaps of < 5 frames (0.5 s) were interpolated to avoid counting single bAPs multiple times. During the AP
event, subROI responses along the length of the dendrite were isolated and averaged, then normalized to the average somatic AF/F
during the bAP interval. Each bAP was fit with an exponential decay function to determine the decay constant and goodness of fit.
The exponential decay function was calculated as

F(X) = IMsoma xe%,

where Fsoma is the AF/F at the soma (normalized to 1), x is the distance in microns, and 1 is the decay constant.

The cumulative population of bAPs had an averaged r? of 0.81 + 0.06 (mean + sem), and a threshold r? value of 0.7 was set to only
consider good-quality bAP exponential fits. The length constant (A), was calculated as the decay constant of the fit exponential decay
function, and is equivalent to the distance a bAP travels before decaying to 37% of its initial amplitude. Length constants were cap-
ped at 400 pm, the maximum length of any dendrite in the dataset. The resulting bAP length constants were averaged across events
within cells, and analyzed as a function of estrous stage (Figure 3M).

Population calcium imaging data analysis
For somatic calcium imaging experiments during exploration of the air-floated chamber, processed and synchronized behavioral
data and 2P imaging data were used to identify place cells as follows.

First, the 1D track was divided into 72 equal bins (each ~0.85 cm in length). Activity as a function of position (spatial tuning curves)
was computed for each lap, with activity divided by the occupancy for each binned location. We observed that in certain cases, the
mice traversed the track at high speeds. To avoid misattribution of slow calcium signals to spatial bins, any lap where the average
instantaneous speed was greater than 200 mm/s was removed and not considered for further analysis (an average of 6% of laps were
removed). To assess the consistency of spatial coding of each cell, we randomly split the laps into two groups and computed the
correlation coefficient between the averaged spatial tuning curves. We then did the same for shuffled data in which each lap’s spatial
tuning curve was circularly permuted by a random number of bins. Note that this was done for each lap, to avoid trivial effects that
might emerge from circularly permuting data that was stereotyped along the track. This was performed 500 times, and the distribu-
tion of actual correlation coefficient values was compared to the distribution of circularly shuffled values using a two-sample
Kolmogorov-Smirnov test (@ = 0.01). The average correlation coefficient for actual data for each place cell was used as a metric
to determine lap-wise stability across estrous stages (Figure S6E). The distribution of these values had to pass a Cohen’s D analysis,
having a score of greater than 1.2. A cell that passed both of these tests was considered a ‘consistent’ cell.*”

To identify a neuron as a place cell, the neuron had to pass the consistency test, in addition to being fit well by a Gaussian function,

2
Rar/F = Ao+A e(o(;ch , with FWHM = 2C+/In 2. Note that in this convention, C?> = 2¢°. Specifically, we required that: (1) the

adjusted R? > 0.375; (2) 2.5 cm < FWHM < 30.6 cm (50% of track length); (3) A > 0; (4) A% > 0.50. Cells that met these conditions
were characterized as place cells; with place fields at the location of maximal activity and width defined as the FWHM. Note that these
criteria are somewhat strict compared to traditional place field criteria. When tested with data in which individual laps were time shuf-
fled, the approach yielded a false positive rate of 0%. In remapping experiments, only place cells that passed these qualifications in
environment A were considered for further analyses.

To compute the spatial information of cell j (S/;), we used the following formula,

72

Sl = 1 > p(k)aj(k)log, [a’f—k)] :
a; k=1 a;

where g; is the mean inferred spike rate of cell j, a;(k) is the mean inferred spike rate of cellj at position bin k, and p (k) is the probability

of being at position bin k. We divide by a; to have SJ; in units of bits/inferred spike (Figure S6C).

For further analysis, calcium traces extracted from GcaMP6s recordings were corrected for slow changes in fluorescence, as pre-
viously described.®® Briefly, calcium transients were calculated by sequentially subtracting the eighth percentile of the fluorescence
distribution, calculating baseline fluorescence using all points that did not exceed 3 standard deviations of the total signal, and using
the resulting AF/F trace to calculate parameters for transient detection that yielded a false positive rate of <5%.°° All baseline fluo-
rescence then was masked to zero.®®

For single cell analysis, differences between peaks in the same place cell across three environments was measured in bins, then
converted to circular distance in cm (Figure 5C). For population vector analysis, population vectors were defined for each 0.85-cm bin
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of the lap-averaged tuning curves (72 bins in total) from all cells in the experimental group for each of the three environments. Pear-
son’s correlations were calculated between vectors of the same spatial bin across the three environments (A>B>A") and averaged for
every occurrence of the four stages within each animal. Because recordings in different stages had different numbers of cells, for
recordings within each animal PVec correlations were bootstrapped across 100 iterations and n = 6 mice, sampling the minimum
number of cells from each stage with replacement (Figure 5D).

To further test estrous-dependent changes in spatial coding, we used a linear model to predict position in circular environments
(B, A) based on modeled firing rate distributions from a reference environment (A). For each iteration, cells were randomly sampled
with replacement, using the minimum number of cells across stages for each animal (n = 577 neurons across 6 animals). We sampled
7 trials, the minimum number of trials across all recordings, from each environment for each cell. From the responses to environment
A, the firing rate distribution was determined for each neuron. For each position in environments B and A’, the response of each
neuron was multiplied by the Environment A firing rate distribution, and the scaled firing rate distribution were summed across all
neurons and normalized to generate an estimated probability for each position. We then plotted the probability density of the esti-
mated position at each actual position in environments B and A/, averaged over 100 iterations to account for sampling variability
(Figures 5E and S7).

Histology

Mice were euthanized with CO, and transcardially perfused using 4% paraformaldehyde in 1X phosphate-buffered solution (PBS).
Extracted brain tissue was immersion fixed overnight in the same solution at 4°C. After 24 hr, samples were moved to 1X PBS. Sub-
sequently, 100 pm coronal sections were cut using a vibratome (Leica). Sections were then mounted on gel subbed slides using Vec-
tashield Antifade Mounting Medium with DAPI (Vector laboratories Inc; H-1200-10) and sealed under #0 coverslips. Images were
taken using a Leica SP8 resonant scanning confocal at 64X magnification and grid stitched in ImageJ.'**

QUANTIFICATION AND STATISTICAL ANALYSIS

Spine turnover was evaluated in each time point using a linear mixed effect model against a grand mean with random effects for
mouse (Figure 1F; Table S1A) In experiments evaluating turnover as a function of spine type, linear mixed effect models were gener-
ated for each spine type, with fixed effects for stage and random effects for mouse (Figure 1G; Table S1A). For dendritic activity com-
parisons, as well as comparisons between single place cell responses, linear mixed effect models were used with fixed effects for
stage and random effects for mouse. Pairwise linear mixed effect models were used to evaluate contrasts between specific stages
(n = 6 comparisons, Bonferroni corrected; Figures 3G, 3J, 3M, 5C, S3D, S3E, S4B, S4E-S4G, and S6B-S6H; Tables S1B-S1F). Post-
hoc Tukey’s HSD was used to evaluate the percentage of place cells across stages in each mouse (n = 6 comparisons, Bonferroni
corrected; Figure S6A; Table S1E). Very small p-values (<10~%) were capped at p < 10~ as a lower bound on reasonable probabil-
ities. In population comparisons where bootstrapping was employed, 95% confidence intervals were used to evaluate significance
(Figures 5D and S7D). When performing bootstrapping, data were randomly sampled with replacement.
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